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Ro.dilltion exposures incurred by nuclear medicine technologists 
during diagnostic imaging and scintillation camera quality control 
were measured on a procedural basis over a 3-mo period using a 
pot1able, low range, self-reading ion chamber. A total of more than 
400 measurements were made for 15 selected procedures. From 
these, mean procedural exposures and standard deviations were 
calculated. The results show that daily flood phantom quality 
control, at 0.58 mR, and gated cardiac studies, at 0.45 mR, were 
the two greatest sources of exposure. Other procedures resulted in 
exposures varying roughly from 0.10 to 0.20 mR. Difficult patients 
were responsible for doubling technologist exposure for many 
procedures. Standard deviations were large for all procedures, 
averaging 65% of the mean values. Comparison of technologist 
exposure inferred from procedural measurements with the time 
coincident collective dose equivalent recorded by the 
thermoluminescent dosimetry service of the Bureau of Radiation 
and Medical Devices, Depa11ment of Health and Welfare, Canada, 
indicates that approximately half of the collective technologist 
exposure arose from patient handling and camera flood quality 
control. 

Occupational radiation exposures to nuclear medicine tech­
nologists originate from a number of sources, including gener­
ator elution, patient dose preparation and injection, and patient 
handling. Only recently has it been observed that in a large 
number of radionuclide imaging procedures, the whole body 
exposure from patient handling can account for 50% or more 
of the total procedural exposure, when appropriate precautions 
are taken during patient dose preparation, assay, and injection 
(1-3). 

Our investigation was primarily concerned with measuring 
technologist exposures arising from patient handling, for 14 
diagnostic nuclear medicine procedures. The procedures are 
listed in Table 1 along with the radiopharmaceutical and activ­
ity administered. For the purposes of this study, patient han­
dling was considered to involve escorting the patient from the 
waiting to the imaging area, positioning the patient for the im­
aging or counting procedure, performing the procedure, and 
finally escorting the patient out of the imaging area. Except 
for the brain flow procedure, which requires that an injection 
be given after the patient has been positioned, exposures due 
to radiopharmaceutical preparation and administration were 
not included in the patient handling measurements. 

In addition to patient studies, the daily scintillation camera 
quality control (QC) procedures were monitored. The expo-
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TABLE 1. Diagnostic Procedures Monitored 

Activity 
Procedure Radiopharmaceutical (mCI) 

Brain flow 99mTc-glucoheptonate 20 

Brain scan 99mTc-glucoheptonate 20 

Brain tomography 99mTc-glucoheptonate 20 

Cardiac wall motion 
(rest) 99mTc-pertechnetate 20 

Gallium scan 67Ga-citrate 4 

Lung perfusion 99mTc-macroaggregated albumin 3 

Liver scan 99mTc-sulfur colloid 5 

Liver tomography 99mTc-sulfur colloid 5 

Lung ventilation 133Xe gas 10-20 

Spot bone 99mTc-methylene diphosphonate 15 

Myocardial perfusion 201TI-thallous chloride 2.2 

Thyroid scan 131 11iquid 0.05 

Thyroid uptake 131 11iquid 0.05 

Whole body bone 99mTc-methylene diphosphonate 20 

Flood phantom QC 99mTc-pertechnetate 5-8 

sures, involving flood phantom preparation and imaging, were 
also measured on a procedural basis. 

MATERIALS AND METHODS 

Instrumentation 
All exposure measurements were made using the stray radia­

tion dosimeter (STRAD) ion chamber* shown in figure 1. This 
battery-powered, portable, self-reading instrument possesses 
a range of0-2 mR, with a factory calibrated accuracy of ±15% 
at 120 keV. According to the manufacturer, sensitivity is suffi­
cient to measure 4X background. The cylindrical unit meas­
ures approximately 8.8 in in length by 3.0 in in diameter, weighs 
about a pound, and has a chamber volume of 21.5 in3• The 
chamber is not sealed, necessitating temperature and pressure 
corrections to the readings. The variations in instrument re­
sponse with elevation angle and incident photon energy are 
shown in figures 2 and 3, respectively. The angular response 
curve for 122 keV was mapped out using a cobalt-57 (57Co) 
calibration source. The remaining information in these two 
figures was provided by the manufacturer. Three STRADs 
were used during the course of the investigation. 

A 51Co calibration source was used to determine STRAD 
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FIG. 1. Model 106 STRAD ion 
chamber. The unit is approx­
imately 8.8 in. (22 em) long. 

calibration factors at bimonthly intervals and to perform daily 
QC checks of the instruments. The 57 Co principal gamma ener­
gy of 122 keY is close to both the STRAD factory calibration 
energy of 120 keY and the 140 keY gamma ray emitted by 
99mTc, the most frequently used diagnostic radionuclide. For 
these measurements, source distances and measurement times 
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were selected such that the readings would fall roughly at 
instrument mid-scale, i.e., near 1 mR. 

The daily QC check of the dosimeters involved placing the 
calibration source and STRAD atop a 6-in thick styrofoam 
block at a distance of 10 em, and taking a 3-min exposure read­
ing. This was corrected for decay of the source and compared 
with previous readings. No temperature or pressure correc­
tions were introduced, since the daily check involved an 
approximate reading only. 

The STRADs were calibrated at approximately 2-wk inter­
vals in order to determine appropriate correction factors to 
be applied to the exposure readings from each instrument. The 
calibration source and STRAD were placed atop a styrofoam 
block at a distance of 45 em, center to center, and a reading 
was taken after 1 hr. The source was then removed, the instru­
ment was zeroed, and a 1-hr background and leakage reading 
was taken. The source reading corrected for background, tem­
perature, and pressure was determined as follows: 

S = (S-B) X 760 mm Hg X _T:..__ __ 
c P 295°K 

where Sc = corrected source reading 
S = raw source reading 
B = raw background and leakage reading 
P = atmospheric pressure in millimeters of 

mercury 
T = ambient temperature in degrees Kelvin. 

The expected source reading was calculated from the 
formula: 
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FIG. 2. Angular response of STRAD dosimeter. FIG. 3. Energy response of STRAD dosimeter. 
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where G = exposure rate constant in R cm2 /hr • mCi 
A = source activity in millicuries 
d = STRAD to source distance, center to center, 

in centimeters 
= measurement time in hours. 

For S7Co, G = 0. 93 R cm2 /hr • mCi. The calibration factor 
then was calculated as: 

Typical technologist procedural exposures as reported in 
the literature are in the 0.10-0.50 mR range(/), corresponding 
to the lower quarter of the STRAD scale. In order to determine 
the precision of the instrument and to ascertain its linearity 
within that range, an additional series of calibrations was per­
formed on one of the STRAD units. Different combinations 
of source distances and measurement times were employed 
to generate exposure rates and readings similar to the mean 
procedural values observed clinically. 

As evidenced by the entries in Table 1, the majority of the 
procedures monitored involve 99mTc, which emits a 140 keY 
gamma ray. Given the STRAD generic energy response curve 
in figure 3 and the fact that our routine calibration factors were 
obtained at 122 keY, it is evident that no additional energy cor­
rection factor is required for 99mTc. For the lung ventilation 
studies involving xenon-133 (133Xe) with principal photon ener­
gies of31 keY (39% abundance) and 81 keY (Jl% abundance), 
the energy correction is estimated to be only a few percent 
at most. For the myocardial perfusion studies involving thalli­
um-201 (2° 1Tl) with principal photon energies of 69 and 71 
keY, figure 3 indicates that an energy correction factor of 0. 93 
(111.08) is appropriate. For studies involving gallium-67 (67Ga) 
or iodine-131 (1 31J), both of which emit at least one photon 
having an energy above 240 keY, figure 3 is incomplete. For 
these radionuclides a one-time energy calibration was per­
formed. Sources of 67Ga and 131J assayed in a dose calibrator 
to an accuracy of ±5% yielded energy correction factors of 
1.02 and 1.11, respectively. 

Three STRAD units, calibrated as described above, were 
used to measure individual technologist exposures. A pouch 
made of thin ripstop nylon sewn to the front of a bibbed apron, 
as shown in figure 4, was used to hold one of the STRADs 
in an upright position. The apron was worn by a technologist 
in such a manner that the center of the ion chamber approxi­
mately coincided with the bottom of the technologist's ster­
num. A drawstring at the top of the pouch secured the STRAD. 
Two such aprons were fabricated, thus enabling two proce­
dures to be monitored concurrently. 

Exposure Measurements 
Patient handling. Eight technologists participated in 

gathering exposure data. As a general rule, the patient handling 
measurements for each of the procedures enumerated in Table 
1 included the following actions on the part of the attending 
technologist: 
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1. Escorting the patient from the waiting area to the imag­
ing room. 

2. Assisting the patient onto the imaging bed or stool. 
3. Assisting the patient to sit or lay in the required positions 

in front of the camera, scanner, or counting probe for 
each view. 

4. Assisting the patient from the imaging bed or stool when 
the procedure was complete and escorting him back to 
the waiting area. 

For each procedure monitored, the measurement process 
involved the following sequence of operations: 

1. Prior to the technologist meeting the patient, a STRAD 
was zeroed and placed into the pouch designed to accom­
modate it on the apron worn by the technologist. 

2. During the diagnostic procedure the dosimeter remained 
with the technologist at all times, unless the technologist 
was required to perform a task unrelated to the procedure 
(for instance helping to lift another patient from a 
stretcher). In this latter case the technologist first pro­
ceeded to a designated drop-off station, where the do­
simeter remained for the duration of the unrelated activ­
ity, and later recovered the instrument before returning 
to the original patient. A drop-off station was assigned 

FIG. 4. Apron and pouch holder for STRAD. 
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for each diagnostic instrument. These sites, taking the 
form of desks or countertops, were locations from which 
the technologist would normally observe the patient 
when not otherwise engaged. 

3. At the completion of the procedure, the dosimeter was 
recovered and read. The reading, along with certain an­
cillary information, was recorded on a data sheet. The 
additional information included the elapsed time, back­
ground reading, attending technologist, difficulty han­
dling the patient, and other administrative data. 

For the first procedures monitored, an individual half-hour 
background reading was acquired for each exposure measure­
ment. However, it soon became apparent that background 
levels throughout the imaging area were very low, being consis­
tent with the STRAD background and leakage readings ob­
tained during instrument calibrations. The low levels are due 
to the large distances separating the individual imaging loca­
tions, and their collective removal from areas of radiopharma­
ceutical preparation and handling. Therefore subsequent back­
ground readings of 1 hr in duration were acquired once or 
twice daily as the patient workload permitted, enabling more 
time to be devoted to the exposure measurements themselves. 

Patient handling difficulty was judged by the attending tech­
nologist on a scale of 1 to 5 with 1 = easy, 3 = average, and 
5 = difficult. Before starting to collect clinical data, the tech­
nologists as a group were instructed to exercise their own judg­
ment in assessing how much time they needed to spend close 
to the patient compared with the norm for that procedure, and 
to use that criterion to assign the handling difficulty. A total 
of 395 patient handling exposure measurements were made 
over a 3-mo period. 

Flood phantom quality control. In the department monitor­
ed, scintillation camera image quality was checked on a daily 
basis by acquiring static images of flood phantoms. Two fill­
able phantoms were used: a large one for two large field of 
view cameras and another smaller one for a standard field of 
view camera. The phantoms were each filled daily with 5-8 
mCi of 990Vfc and water, agitated manually in order to mix the 
contents uniformly, and then positioned on the camera collima­
tors for imaging. 

The preparation of both phantoms as well as their imaging 
was included in the exposure measurement, as the preparation 
involved handling unshielded activity somewhat analogously 
to patient handling. A zeroed STRAD was placed in its pouch 
on an apron worn by the technologist before starting the quality 
control procedure, and recovered after the flood phantoms 
were placed in their lead-lined storage container at completion. 
The instrument reading and ancillary information were record­
ed for analysis. A total of 25 flood phantom QC procedures 
were monitored. 

Data Analysis 
Data for both the diagnostic and the flood phantom QC pro­

cedures were analyzed using a commercially available software 
packaget that provided complete transcription, archival, 
analysis, and report generation capabilities ( 4). 

Patient handling. In the first phase of analysis of the patient 
handling data, corrected exposure readings were calculated as: 
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760 mrn Hg Tr 
R' = eN X eE X ( p ) X [R - (B X ----:n;->J 

where eN= 57 Co calibration factor for STRAD number N 
CE = radionuclide-specific energy calibration factor 
P = atmospheric pressure in millimeters mercury 
R = exposure reading in milliroentgens 
B = background reading in milliroentgens 
Tr = length of time for exposure reading in minutes 
Tb = length of time for background reading in 

minutes. 
The energy calibration factor CE is intended to compensate 
for variations in STRAD response at the different radionuclide 
photon energies. As shown earlier, this factor is unity to within 
a few percent for 99mTc, 133Xe, and 67Ga. As our exposure 
measurements are no more accurate than this, CE can be set 
equal to 1.0 for these radionuclides. For 201Tl and 1311, this 
is not the case; energy correction factors of0.93 for 201Tl and 
1.1 for 1311 were previously indicated to be appropriate. In 
reviewing the raw exposure data, however, the average readings 
for both 2o1Tl and 131J were observed to be very low, being 
about 0.05 mR for the thallium studies and O.Ql mR for the 
thyroid scans and uptakes. STRAD readings of this magnitude 
contain only one significant figure, hence corrections at the 
level of 10% or less can be ignored because they represent 
changes to which the instrument is insensitive. Therefore the 
energy calibration factor CE was set equal to unity for all 
radionuclides dealt with in this study. No temperature 
correction was required as the climate-controlled department 
was maintained at a constant 22 oc. 

The second phase of data analysis involved the extraction 
of statistical information from the corrected exposure readings 
plus ancillary data. In one set of calculations, the mean values 
and standard deviations of corrected exposure readings were 
obtained for each diagnostic procedure. Another set of calcula­
tions determined mean values and standard deviations of cor­
rected exposure readings for normal and difficult patients sepa­
rately, for each diagnostic procedure monitored. The normal 
patients were those for which the attending technologist record­
ed a 1, 2, or 3 for the positioning difficulty. The difficult pa­
tients were those receiving a score of 4 or 5. Also calculated 
were the corrected exposure reading mean values and standard 
deviations for each individual technologist, for each diagnostic 
procedure. 

Flood phantom quality control. For the flood phantom QC 
measurements, corrected exposure readings were calculated 
as: 

760 mrn Hg Ti _T_I_ 
R' = eN X p X [R - (Bi X 30 min) - (BI X 30 min)] 

where C = s1co calibration factor for STRAD number N 
p N = atmospheric pressure in millimeters mercury 
R = exposure reading in milliroentgens 
B. = 30-min imaging area background reading in 

1 

milliroentgens 
B1 = 30-min lab background reading in 

milliroentgens 
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T; = measurement time spent in imaging area in 
minutes 

T
1 

= measurement time spent in lab in minutes. 
No temperature correction was required, as the department 
was maintained at 22 °C. The mean flood phantom QC 
exposure and standard deviation were determined from the 
corrected readings. 

RESULTS AND DISCUSSION 

STRAD Performance 
In general the three ion chambers displayed very good stabil­

ity in response. For the daily QC checks, the standard devia­
tions in decay-corrected readings expressed as percentages of 
the corresponding mean values were 3.4%, 5.0%, and 3.7% 
for the three STRAD units. The instrument calibration factors 
determined on a bimonthly basis exhibited similar stability, 
with no factor deviating from the mean value for that unit by 
more than 2%. Accordingly, average calibration factors for 
each STRAD were used to calculate corrected exposure 
readings. 

The results of the measurements for simulated clinical ex­
posure rates and measurement times are summarized in Table 
2. For the exposure range 0.10-0.50 mR, where most of the 
clinical readings are expected to fall, instrument precision is 
at the level ofO.Ol mR. Furthermore, variations in the instru­
ment calibration factor with exposure, which reflect changes 
in instrument linearity, are confined to the ±5% level. 

Although the ion chambers proved to be fairly reliable in 
service, two specific problems were encountered during the 
monitoring period. The first, involving excessive leakage in 
one of the units, was detected during daily STRAD QC. The 
difficulty was promptly remedied by baking out the unit at 
50 oc for 48 hr, as per the manufacturer's instructions. The 
second problem involved loss of the quartz fiber in the 
electrometer section of another unit, necessitating its return 
to the manufacturer for repair. 

Exposure Measurements 
The results of analyzing the patient handling exposure meas­

urements are summarized in Tables 3 and 4, and in figure 5. 
Table 3 gives the mean exposure and standard deviation for 

each of the procedures listed in Table 1, along with the number 
of measurements and mean imaging time. It is immediately 
apparent that gamma camera QC and cardiac wall motion 
studies contribute the most to technologist exposure on a per 
procedure basis. For the cardiac wall motion studies the 
amount of activity used (20 mCi), in combination with the 
length of time that the technologist must spend close to the 
patient carefully positioning him for four sequential views, 
accounts for the exposure. The positioning time in this particu­
lar instance is partially determined by the instrumentation: 
the cardiac camera's motor-driven T stand makes camera head 
positioning a tedious operation compared with the counter­
balanced heads of the other two cameras, which can be maneu­
vered manually. Except for the thyroid and myocardial perfu­
sion studies, which result in low exposures due to the small 
amount of activity present, the remaining average procedural 
exposures fall roughly within the range 0.10-0.20 mR. 

Also noteworthy are the relatively large standard deviations 
for all procedures, which vary from 33% of the mean value 
for cardiac wall motions to 109% for the lung perfusion studies. 
The standard deviation for the majority of procedures, how­
ever, is relatively constant at about 65% of the mean value. 
One might have expected a certain amount of variability a 
priori on the basis of differences in patient uptake of the radio­
pharmaceutical, patient cooperation, and individual technolo­
gist working habits. The results in Table 3 confirm that such 
variability is present to a considerable extent for all diagnostic 
procedures. Instrumental uncertainty is limited to approxi­
mately 10%, as indicated in Table 2, and thus contributes mini­
mally to the observed standard deviations. 

Of the 395 patient studies monitored, 49 (roughly 12%) were 
identified by the technologists as involving difficult patients 
according to the criterion outlined earlier. Table 4 contains 
the procedural mean values and standard deviations for both 
the average and difficult patient groups considered separately. 
For the brain flow, lung ventilation, and thallium studies, expo­
sures in the difficult group did not differ significantly from 
those in the average group as gauged by Student's t-test. For 
other procedures involving difficult patients, however, high­
er exposures for the difficult group were confirmed as being 
significant at the 10% level for brain tomography and cardiac 

TABLE 2. Precision and Linearity of STRAD Number 1 * 

Source Measurement Exposure Mean Maximum 
distance time rate reading deviation Calibration 
(em) (min) (mR/hr) (mR) (mR) factor 

20 4 3.24 0.21 0.01 1.05 

45 15 0.64 0.17 0.01 0.95 

45 60 0.64 0.64 0.01 0.99t 

70 30 0.26 0.13 0.01 1.01 

70 60 0.26 0.26 0.01 0.98 

• As gauged by maximum reading deviations and instrument calibration factors, respectively. Six readings were taken for each different 
combination of source distance and measurement time. 

tsetup corresponding to the standard calibration protocol. 
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TABLE 3. Procedural Exposure Mean Values and Standard Deviations 

Mean Standard Mean 
Number of exposure deviation time 

Procedure atudles (mR) (mR) (min) 

Brain flow 28 0.19 0.13 4 

Brain scan 23 0.21 0.13 25 

Brain tomography 11 0.16 0.11 51 

Cardiac wall motion (rest) 33 0.45 0.15 43 

Gallium scan 6 0.06 0.03 61 

Lung perfusion 31 0.11 0.12 13 

Liver scan 9 0.11 0.07 29 
Liver tomography 30 0.09 0.06 32 

Lung ventilation 29 0.13 0.08 16 

Spot bone 28 0.11 0.11 31 

Myocardial perfusion 30 0.04 0.04 32 

Thyroid scan 28 O.Q1* 0.01 13 

Thyroid uptake 25 0.01* 0.02 6 

Whole body bone 84 0.15 0.11 51 

Flood phantom QC 25 0.58 0.10 26 

*Values consistent with zero. 

TABLE 4. Procedural Exposure Mean Values and Standard Deviations for Average and Difficult Patients 

Mean Standard Mean 
Patient Number of exposure deviation time 

Procedure posHionlng studies (mR) (mR) (min) 

Brain flow Average 22 0.18 0.12 4 
DifficuH 6 0.23 0.13 4 

Brain scan* Average 20 0.17 0.08 26 
DifficuH 3 0.47 0.04 19 

Brain tomographyt Average 8 0.13 0.08 50 
Difficult 3 0.25 0.15 54 

Cardiac wall motion 
(rest)t Average 30 0.44 0.13 43 

DifficuH 3 0.59 0.22 48 

Gallium scan* Average 6 0.06 0.03 61 
DifficuH 0 0.00 0.00 0 

Lung perfusion* Average 24 0.09 0.07 12 
DifficuH 7 0.19 0.20 14 

Liver scan* Average 7 0.08 0.05 29 
DifficuH 2 0'.20 0.07 28 

Liver tomography* Average 27 0.08 0.03 29 
DifficuH 3 0.18 0.16 58 

Lung ventilation Average 26 0.13 0.08 16 
Difficult 3 0.12 0.10 14 

Spot bone* Average 23 0.08 0.06 29 
DifficuH 5 0.25 0.19 41 

Myocardial perfusion Average 28 0.04 0.05 32 
DifficuH 2 0.01 0.01 27 

Whole body bone* Average 72 0.12 0.08 51 
DifficuH 12 0.32 0.13 51 

*Difference significant at the 5% level. 
tDifference significant at the 10% level. 
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FIG. 5. Scatter plot of technologist mean exposure versus procedure. 
Technologists are coded a-h. 

wall motion studies, and at the 5% level or better for all re­
maining studies. The increases ranged roughly from 30% to 
200% and were not always reflected in the mean imaging 
times, the brain scan procedure being a good example of this. 
The lack of an increase in technologist exposures in the case 
of difficult lung ventilation patients may be understood in that 
the 133Xe gas is only administered after the patient has been 
initially positioned; thus problems related to initial positioning 
and to acclimatizing the difficult patient to the breathing appa­
ratus do not normally involve the technologist being exposed 
to radiation for greater lengths of time than for average patients. 
Similarly, for the brain flow studies, the radiopharmaceutical 
is administered only after the patient's head has been immobi­
lized. The very low exposures for the thallium studies render 
an average vs. difficult comparison somewhat meaningless. 
For the majority of procedures, the standard deviation express­
ed as a percentage of mean value for the average patient group 
is nearly the same as for both groups considered together 
(Table 3). This implies that fuctors other than patient coopera­
tion are largely responsible for the observed variability in tech­
nologist exposures. 

Figure 5 illustrates the breakdown of technologist exposures 
by procedure and by individual technologist, for selected pro­
cedures. It can be observed that for the brain and lung imaging 
procedures, mean exposures are quite variable, whereas for 
the cardiac wall motion studies and whole body bone scans, 
they are much less so. Further examination of figure 5 reveals 
that no one technologist consistently received higher procedur­
al exposures than the others. 

The individual accuracy of the corrected exposure readings 
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is estimated to be about 10% for readings of0.15 mR or greater 
and about 20% for readings in the vicinity of 0.10 mR. At 
99mTc energies, the STRAD calibration factor varies only 
±5% for our clinical exposure rates and readings; however, 
the variation in response with inclination angle (Fig. 2) 
indicates that our diagnostic exposure measurements may be 
slight underestimates in some circumstances due to the 
presence of activity within an imaginary 40 o cone emanating 
from the top of the instrument. The latter situation is thought 
to be very uncommon, however, and if present it usually exists 
for only a short time. Inaccuracies should hence be confined 
to the levels cited above. Furthermore, the anterior wearing 
of the STRADs will offset this latter bias to some extent as 
the instruments are nearly always positioned closer to the 
patient than the technologist, and thus encounter slightly 
higher radiation fields. 

Comparison with Bureau of Radiation and Medical 
Devices Records 

All of the nuclear medicine technologists who participated 
in the present study were classified as atomic radiation workers 
during the data collection period. The radiation dose 
equivalents they received were monitored on a quarterly basis 
by the thermoluminescent dosimetry service of the Bureau 
of Radiation and Medical Devices (BRMD), Department of 
Health and Welfare, Canada. The information contained in 
the BRMD report coinciding with our measurement period, 
combined with the mean procedural exposures measured and 
the numbers of each procedure performed, permit an estimate 
to be made of the fraction of collective technologist exposure 
attributable to patient handling and flood phantom quality 
control. 

The BRMD collective dose equivalent for the eight 
participating technologists measured over the monitoring 
quarter is 480 mrem. As the external exposure involves gamma 
photons exclusively, the corresponding exposure estimate is 
480 mR. The collective technologist exposure due to patient 
handling is estimated by multiplying mean procedural 
exposures by the number of procedures performed during the 
BRMD recording period, and then summing the results. 

The actual situation was slightly more complicated because 
the technologists were also employed on a rotating basis in 
a second single-camera nuclear medicine department, but 
wore the same TLD badge in both locations. If the assumption 
is made that the same procedural mean exposures were 
received in the second department, and the number of studies 
done there is included in the calculations, a collective patient 
handling exposure estimate of 157 mR results. Similarly, 
assuming one-half of the measured QC exposure for the second 
department, as only one flood phantom was in use, the 
collective exposure due to flood phantom QC is estimated to 
be 53 mR. Together the operations of patient handling and 
quality control account for 210 mR, or 44% of the collective 
dose equivalent measured by BRMD during the quarterly 
monitoring period. It is important to note that this percentage 
does not take into consideration exposures incurred when a 
technologist is involved in assisting another technologist with 
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a patient, as may frequently happen with immobile or infirm 
patients. Furthermore, about 3% of all patient studies 
conducted during the monitoring period involved procedures 
other than those enumerated in Table 1. The figure of 44% 
thus represents a lower limit on the fraction of exposure arising 
from patient handling and gamma camera QC. The remaining 
exposure ( < 56%) can be attributed to radiopharmaceutical 
handling, patient dose preparation, dose administration 
including radioiodine therapies and ablations, and natural 
background. Generator elution is specifically excluded as a 
source of exposure in this instance, as the resident 
radiopharmacist performed this task. 

Comparison with Other Published Data 
A number of other studies have measured the exposures 

received by technologists during the performance of their 
duties. Although the majority of this previous work concen­
trated on the contribution to the total exposure from the prepa­
ration and handling ofradiopharmaceuticals (5-8), a few re­
ports of the exposure due to the imaging component have been 
published (J-3). Monitoring strategies have involved either 
measuring exposures directly or inferring these from measure­
ments of exposure rates. 

In a recent study by Boutcher and Haas (3), technologist 
exposures during imaging were measured by sampling the 
radiation field with an exposure rate meter at a number of 
points on the body surface of the technologist. Exposure values 
for a typical study were then derived by estimating the amount 
of time that a technologist spent in each of two locations during 
the study, either near the patient or at the camera console. 
Further assumptions were made about the percentage of pa­
tients that required special attention (e.g., holding) to derive 
a final value for the average exposure per technologist per 
annum. We have extracted average procedural exposures from 
the annual procedural exposure estimates and the number of 
studies performed. Comparative exposure values for proce­
dures common to the Boutcher study and the present investiga­
tion are reproduced in Table 5. Also shown are corresponding 
exposure values obtained by Barrall and Smith (1). The latter 
values were measured directly using a high sensitivity Geiger­
Mueller counter in a manner similar to that employed in this 

TABLE 5. Average Procedural Exposures 
Reported in the Literature* 

Boutcher Barrell Present 
Procedure and Haas (3) and Smith (1) study 

Cardiac wall 
motion (rest) 0.89 0.45 

Brain scan 0.80 0.22 0.21 

Brain flow 0.17 0.05 0.19 

Whole body bone 0.39 0.54 0.15 

Liver scan 0.07 0.03 0.11 

Lung perfusion 0.07 0.09 0.11 

• All values are expressed in milliroentgens. 

VOLUME 15, NUMBER 1, MARCH 1987 

study. The procedures are ranked in order according to expo­
sure from highest to lowest, based on our measurements. 

Boutcher and Haas (3) found that the gated cardiac studies 
were responsible for the highest technologist exposure on a 
procedural basis, as we did. However, the value that they quote 
is about twice as high as ours. This is understandable, as they 
assume that the technologist remains within 6ft of the patient 
during the entire study, and is close to the patient for 15 min 
of the 45-min study. This was rarely the case for studies moni­
tored here, as the room in which the cardiac studies are per­
formed allows the technologists to situate themselves more 
than 6 ft away from the patient. 

Brain scans are second on our ranked list. The data ofBout­
cher and Haas (3) support this finding, although as in the case 
of the cardiac studies, our measured value is considerably 
lower than theirs. They assume that 35 % of the patients require 
holding and that the technologist spends 10 min of the 25-min 
study in close contact with the patient. The patient dose used 
in the Boutcher study was 24 mCi with imaging occurring 2 
hr after injection. The present study shows that only 3 of 23 
patients (13%) were identified as being difficult (i.e., required 
holding). We obtained brain images 3 hr after an injection of 
20 mCi. The lower patient dose and much lower percentage 
of patients that were held are likely the major reasons why 
our reported exposure is lower. Our value agrees well with 
that given by Barrall and Smith (1). 

The third entry on our ranked list is the brain flow proce­
dure. In this case, our measured value for the exposure agrees 
well with that measured by Boutcher and Haas (3), although 
it is significantly higher than the value given by Barrall and 
Smith (1). One would expe~t Boutcher's value to again be 
higher because the injected activities were the same as for the 
static brain studies, although in our case the technologist being 
monitored was always present during the injection of the 
radiopharmaceutical, and frequently performed the injection. 
This probably raised our measured exposures somewhat. 

The exposure value for the whole body bone scans measured 
in this study was again lower than the other reported values. 
The data of Barrall and Smith (1) were gathered while multiple 
spot views were taken to cover the whole body. In our case, 
an automatic scanning system was used, which greatly de­
creases the amount of time that the technologist must spend 
in close proximity tO the patient. Boutcher and Haas (3) assume 
that the technologists are close to the patient 50% of the time 
and 6 ft away during the remainder. In our department this 
is certainly not true, as the positioning time is much less than 
half of the total scan time and the patient-technologist observa­
tion distance is usually greater than 6 ft. 

The difference between our liver and lung perfusion results 
and those of Boutcher and Haas (3) may be explained on the 
basis of a difference in the injected activity. 

Many factors might contribute to a difference in technologist 
exposure among the various nuclear medicine departments 
involved in the studies referenced above. As Barrall and Smith 
(1) give few details of the protocols used in their study, in many 
cases it is not possible to explain why our results differ from 
theirs. In spite of this, the results of the different studies are 
generally roughly consistent. 
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As noted earlier, Boutcher and Haas (3) made measurements 
of the exposure rates at various points of interest near the pa­
tients. It is interesting to observe that their measured exposure 
rates display relatively small variations in comparison with 
the standard deviations of the exposure measurements made 
in this study. Although they only acquired data during four 
studies for each procedure, the variation (usually about 20% 
of the mean value) may be interpreted as reflecting differences 
in patient uptake. The much larger variation ( 65 % of the mean 
value, on average) in our measured exposures would thus ap­
pear to arise primarily from differences in the specific handling 
requirements of individual patients, as instrumental uncertain­
ties were at a fairly low ( -10%) level. 

The average daily flood phantom QC exposure of0.58 mR 
measured here agrees well with a similar determination by 
La Fontaine et al. (9), who found an average exposure of0.7 
mR. In both cases three gamma cameras were tested; however, 
the department monitored by La Fontaine et al. (9) used a 
single flood source, whereas we used two such sources. 

SUMMARY 

A highly sensitive, portable, direct-reading ion chamber was 
used to measure procedural radiation exposures to nuclear 
medicine technologists during patient handling and gamma 
camera flood phantom QC. Flood phantom QC and equilibri­
um gated cardiac studies yielded the largest average exposures 
at 0.58 and 0.45 mR, respectively. The majority of other proce­
dures resulted in exposures roughly in the range 0.10-0.20 mR. 
These findings are in general agreement with a limited number 
of similar investigations reported in the literature, given our 
knowledge of the different circumstances and assumptions that 
prevailed when they were undertaken. 

The variability in exposure for individual procedures as 
gauged by the standard deviation in the measurements was 
high, being roughly 65% of the mean exposure. As far as we 
are aware, this finding represents new information on the distri­
bution of technologist exposures. Considered along with the 
finding of Boutcher and Haas (3) that for a given procedure, 
exposure rates measured at fixed distances from patients vary 
only about 20% from patient to patient, and with our determin­
ation that instrumental uncertainties are roughly at the 10% 
level, it implies that most of the exposure variability stems 
from the unique handling requirements of each individual 
patient. 

For the majority of diagnostic procedures, difficult patients 
typically doubled a technologist's exposure. Removal of this 
patient group from consideration did not noticeably decrease 
the variability in procedural exposures, however, which 
remained close to 65% of the mean values. This finding further 
supports the idea that even among average patients, individual 
handling requirements result in large variations in technologist 
exposure. 
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Comparison of our measurements with those of the ther­
moluminescent dosimetry service of the Bureau of Radiation 
and Medical Devices, Department of Health and Welfare, 
Canada, yields a lower limit for the fraction of collective 
technologist exposure due to patient handling and flood 
phantom QC of 44% . This figure does not account for 
situations where two technologists receive coincident 
exposures from a single patient, however, which can occur 
when aged or infirm patients are involved. Moreover, the large 
size of the imaging area in which the present measurements 
were made renders it likely that this fraction would increase 
for smaller departments where distances between patients and 
technologists are reduced. 
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